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Symptom
Documentation for how to collect and analyze ST12 trace for performance issue.

Environment

Transaction ST12 is available as of basis release 4.6B. It is delivered via the addon ST-A/PI (Application
servicetools for EarlyWatch/GoingLive, see note 69455).

The ST-A/PI version should be 01F* or higher.

The feature to switch on the ABAP trace for another user requires

-> on basis 4.6*: Addon ST-A/PI >= 01F*, Kernel 46D patchlevel >= 1805

-> on basis 6.x: Addon ST-A/PI >= 01G*, Kernel 640 patchlevel >= 83

-> on basis 7.0 or higher: Addon ST-A/PI1 01G*

Resolution

ST12 was developed to promote the usage of ABAP trace, to integrate ABAP and performance traces (SQL
Enqueue RFC, transaction ST05) and to make the tracing

and analysis process faster and more convenient. ABAP trace with ST12 is the central entry point for
performance analysis. It should be used to detect top-down any

performance hotspot, for functional time distribution analysis, and to optimize ABAP/CPU bound issues. SQL
trace should be used for DB bound issues.

The ST12 trace analysis will follow the below mentioned steps:

e Selection of Trace Parameters
« Start and Collect Trace
* Analyzing the Collected Trace

Trace Parameters:
The Trace parameters can be categorized as below:

- Trace For
- Type of Trace

Trace for:

The User/Tasks allows the developer to select a User for whom the trace is to be captured and a task for
whichthe trace is to be captured. Task can vary from Dialog,
batch etc. Selecting * in Tasks indicate all the tasks will be captured.
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Trace for |v UseriTasks I WYWiorkprocess || Current mode || SEhEdLHE‘Pl

Comment _ | [asea @ |0 [sale |r [server | |
Server |[55] E
sernarme |||:F'err.trace far usetr) E|
Tasktype Mo trace activations |_5|
* (Anytaskiype) [ Start trace |
Dia  (Dialog)

BTC  (Batch job)
LIPM f Indatad

The Workprocess allows to select the server for which the trace is to be captured.In general all the servers will be
captured
when not specified.

Trace for | LIseriTasks ||v WWorkprocess Current maode || schedule =
Comment | |
Sener 5
(Zh Starttraces forworkprocess |

You can then select "start traces".

This will bring you to a SM50 style view of your work processes for the selected server.

With this, you can then highlight the desired work process and select "activate trace".

This is a manual process so when you are satisfied with the trace runtime, you can then select "collect trace".
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MNo. ATRA SQL ENQR_ Ty PID  Status Reasom Time User names Report Action Table KB Mame
DI& 13416 Waiting 0

DIA 13417 Waiting
DIA 13418 Waiting
DIA 13419 Waiting
DI& 13420 Waiting
DIA 13421 Waiting
DIA 13422 Waiting
DIA 13423 Walting
DI& 13424 Waiting
DI& 13425 Waiting
DIA 13426 Waiting
DI& 13427 Waiting
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0

0

0

0

0

0

0

0

0

0

0

II?L _IE [ [ DIA 13428 Watting 0 1

DI 13431 Wafting 14

14 DIA 13432 Waiting 0
15 DIA 13434 Waiting 0
16 DIA 13435 Watting 0
17 DIA 13436 Waiting 0
18 DIA 13440 Waiting 0
19 DIA 13442 Waiting 0
20 DIA 13443 Waiting 0
21 DIA 13444 Waiting 0
22 DIA 13445 Waiting 0
23 DIA 13446 Running 0
24 DIA 13447 Waiting 0
5 DIA 13448 Waiting 0
26 DIA 13449 Waiting 0
7 DIA 13451 Waiting 0
28 DIA 13452 Waiting 0

¥ ABAP trace started , SQL ENQ RFC trace started

The Current Mode option is used trace the flow of a Transaction or a Program.

Trace for | UseriTasks || Workprocess ||v Current mode Schedule = |

Comment | |
@) Transaction | BBEAR trace for own mode, Perfirace for own user)
O Program | | (B Execute f start trace |

The Schedule option is used to run the trace for a batch job for a varied selection criterion as Job hame, User name,
Program

associated with the Job.

For how to trace background job using ST12, please see Note 2169881.
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Schedule trace
m | for Background jobt | forworkprocess | (& for User/ Tasks

Jab narme
Llzer name

Joh step

ABAP prograrm narme: J_*

Step variant name: F

Type of Trace:

ST12 trace can be initiated as an ABAP Trace or Performance trace or both. Setting the Size&Duration Parameter to
MAX as
highlighted will ensure that the whole trace is captured in case the trace extends to a long duration.

—

FEIAF' trace Performance traces
Optians [ ]Particular units Furtherl:upt. [?]3GL [w]RFZ  [«]Engueus
[w]with internal tables
Size&Duration | Max (99 MB 74200 sec max) [ Statistical records itop 20)
Clock type [w] Auto ® High ! O Low H
Context trace (RFC Lpd)

Start and Collect of Trace:

Let us assume that the trace is to be taken for flow associated with checking the Info type 0001 data of a user through
PA20.

First set the required Trace parameters. Let us select User/Task option by giving the Comment, User Name, and Task
type as *.

And select Start Trace.
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Single transaction analysis

Trace & collect

Traces onfoff | Collect ext. traces | | Statistical records
Trace for |v Lser i Tasks || Workprocess || Current mode || Schedule = |
Comment |Tra|:e on PA20 | & ABA, | ] | ) ISqI IE |R |Benrer | |
Sener | ||ﬁ| E|
Username =IUSERMAME=| | (Perftrace for user) []
Taskiype T Mo. trace activations |_5|
e Start trace |
AEAP frace Performance traces
Options [ Particular units Furthernpt. [?]gaL [w]RFZ  [w]Encueus
[w] with internal tables
Size&Duration |ru15|}{. (99 MBS 4200 sec max) |@| Statistical records (top 2070
Clock type [v] Auto @ High O Low 1]

Context trace | |i(RFC Upd

Now open the transaction PA20 and reproduce the performance issue:

Display HR Master Data
Person D \<Person ID» Pers.Assgn =] '@IE'
m AbsencefTime , Perforrance . Payroll  Administration ||||IE|
Infotype text [s | || Period
Actions ]| | @ Perind
Qrganizational Assignment Fram | |TD |
| |Acting Assignment O Today O Currweek
| |Personal Data Al O Current month
| |Addresses (O Frarn curr.date O Lastweek
| _|Planned Wiorking Time (O To Current Date O Last manth
| Wil o Teis s || | O Current Period O Current Year
Farnily MermberDependents [4] |E| EATEE |
Date Specifications [=]
Direct gelection
Infatype 0001 [=)51v| |

Now Select End Trace in the ST12 trace screen, this will take us to the collect trace screen. Click on the execute
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button to collect
the trace details. Make sure the highlighted check box is unchecked if the trace is to be used for future analysis.

[= Collecttraces

Select traces and edit comment for collection

&|F]E] B

Server name ICnmment Start time| Content Error text Qrig. comm  |ABAP trace filenarme Tra
Trace for PAZD 04:46:12 per call Size=65kB Trace for PAZD fusrisapil fdatafATO0001 2 500
Trace for PAZD 04:46:06 per call Size=51kB Trace for PAZD fusrisapi] fdatafATOO0011 00
[«][v][ |[4][»]
Filter for trace collecton
Trace duration =10 milisec Frogram name
hin. # of lines Function module
Task type [w] DA BTC others [w]HTTP [w] Update [WtRFC execute
[w]RFC [C]Engueue [JUpdatez [RFE: framewark
||:| Delete created ABAFP trace files after collection I

Analyzing the collected trace

Once the trace is collected the trace is ready for analysis. In the bottom pane as highlighted, select the Trace which
is of concern to us.

Collected trace analyses

Trace analses

Selected trace analysis
State | Finisheda&coll | Size [163, 289 o 06 3667 7
] Time |06 3657 W 041511 i
Cormrnent | Trace on PAZO B B8:32:53 " .;
Content ATRASQL SSUM EMNG RFC STAT [ Use G4l B3:14:08 [=]
Duration 253 Taskiype » 143 DBl 04:15:00F [+]
(DL I[D]
Evaluate ABAF trace || Ferformance traces || SAL summary || Stat. records EI@'

Then select either one of the above 4 highlighted options for the analysis.The 'Full screen' button can be used to show
the
overview of all the traces collected.
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Traces for Batch processing

Please note that the maximum duration for an ST12 trace will be 4200 seconds and a file size of 99MB (default size is
20MB which is recommended).

The recommendation for long running jobs is to manually trigger a trace at the begging, middle and end of a long
running job if possible.

There is alao an additional option to trace the job using a delay option, to start at a point in the programme.
Furthermore, there is an feature that allows follow up traces (see highlighted below) where consequtive traces can be
taken (for example 2 traces @ 4200 seconds per trace).

You can also schedule a single trace using Job name, User and ABAP programme to trace the correct issue.

Schedule trace

@ for Background job | for Workprocess | |& for User / Tasks |
Job name *
zer name *

Job step
ABAP program name: *

Step variant name:

Trace timeframe

from [0z [17.08.2017 te 05 |1s.08.2017
(5 |15:10:17 (5 |15:10:17
Trace duration max. 4.200 seconds
Trace start delay seconds from job start
Check interval =60 sec 10 sec
I
#Follow-up traces |_| | (-=several traces for longrunning event)
Comment
|/ Schedule trace
ABAP Trace

The ABAP trace is one of the most useful analysis options available in ST12 trace. It provides a Top Down flow of any
Hotspot/Program/Transaction

and provides a Functional Time Distribution of a flow. It displays the hierarchical order in which the call statements are
executed. So it can be used

to identify the issues in the flow hierarchy.

For Basics of ABAP trace,please see Note 755977.
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Trace analysis_- ABAP Trace Per Call

Comment Trace on PA20 ABAF [ — 121,061 = 46.8%
Call |N0.| Grosslzl Nethross (%)|Net (%)|F’rogram (called program} |Type |
Dy ot 1 2581716 26,604 a7.4 103 K
FBO 3224412 228 86.8 01 |k Sys.
Mot 1103581 85 401 0o |k
Perft 1 95684 195 37.0 01 |8
FEO | | 1| 73,993 439 28.6 0.2 ¢ Sys.
Perft 1 68,595 16 26.9 0.0 |8
Mot 3| 64347 46 249 0.0 |k
Perft H B 1| 56,262 39 718 00
Perft 1 56,145 95 21.7 0.0
Perft . 1 54968 54 21.3 0.0
mall IFRAMNEMTIEY TEYT A A A MR Mn ma i -_— P

The above screenshot is a Per Call View of the ST12 trace. The view can be changed into a Modularized by selecting
the Per Mod Unit button
as highlighted above. This will give a modularized flow of the Code called inside a particular module.

Trace analysis _ - ABAP Trace Per Modularization Unit

0|8 perca

Comment Trace on PAZ0 ABAFP | ==mmmmmmmeeee- 121,061 = 468 %

Call

Emmmemam _ .
Perform(Ext)
Perform{Ext) B
Load Report
Select Single
SelectSingle I
Ferform
Perform |
Ferform not faund
FerformiExt >
|Fnrm(E}d)- _

& [Farm 7

A1 A Al A/ DO S

The “Top Down Call Tree"(as highlighted below) option clicked when the cursor placed on a Modularization Unit
Call(Method/Performs) displays

all calls to the selected unit labeled as ‘0’,’1" are statements inside this modularization units, ‘2" the

statements in modularization units one level below,
and then iteratively down up to 30 levels. Letters are used to designate lower levels.
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Trace analysis ||l - ABAP Trace Per Call With Call Tree
(= Fer modunit | |n§)|@|ﬁ‘%§| &% off |[SF only CallHier | |&)]

Comment Trace on PA20 ABAF | - 121,061 = 468 %

Call [ o4 [ ]t [r [e[e] |_[{]1]
Select
Loop at”
Call b,

||
Call M. W [
[

Call. e
Call b,

Call b, |
Callm. B9 [ ] [ ]

Callm, B

Call Func |

Call Func.

Call Func.

Call Fune. ]

Perfarim

Perfortm ]

Perfarim

Loop at

-

m = m = M = —= = k3 b3 = = = kRN LD
I

-

Double clicking on any of the line navigates us to the source code. This can be used to identify the impact point.
ST12 trace captures the minute details of the flow such as the Loop statements performance, which can be used for a
detailed analysis of the flow.

As the ABAP trace captures the complete flow, this can be used as an effective tool to identify the Customer
Modifications or User Exit.

Note: The call hierarchy considers the call on Forms, Methods, Functions, SQL statements, Loops, Call Screen to
PBO, PAI Modules.

Comparison of ST12 with STO5 trace

ST12 STO5

Traces only a specific user context or a Traces every action of a user on a server

transaction

ST12 trace automatically turns off with a STO5 trace has to be manually turned off

transaction

Stores the trace into database and is Stores the trace into local files and

permanent overwritten regularly

Provides a Top-Down flow used to find Provides a bottom-up flow which is

performance hotspot, issues identified by suitable for identifying DB bound

which are usually solved by code changes. performance issues, which are usually
solved by Performance Tuning.

Performance Trace

Performance trace of ST12 is equivalent to the STO5 trace. It displays performance parameters of all the database
statements executed in the flow.
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Trace List

E[FIE[ETwE] [=EEE]

Time |}:Dur‘tn|F’rugram Mame |Obiectname |Operation |Curs|Arrav|nH\ts| RC|Conn|Statement

0A:36:57.689) 3,714 |1 EXECSTA 0 0 Ri3 | COMMTWORK

06:36:57.707 741 ¢ OPEMN 147 1] 1) 0 R/3 SELECTWHERE®

06:36:57.707 48 FETCH 147 1 1 0 Ri3

06:36:57.707 16 |t CLOSE 147 0 0 0 Ri3

06:36:57.727 5,455 PREPARE 32 0 0 0 |Rf3 | SELECTWWHERE" 3
06:36:57.733 359 1 QPEN 3z 0 0 0 Rf3 SELECTWHERE" .

0f:36:57.733 71 FETCH 3z 1} 0 100 Ri3

DB:36:57.734 19 CLOSE 32 1} 0 0 Ri3

06:36:57.736 6,067 PREPARE |12 o 1) 0 RI3 SELECT WHERE &l
06:36:57.743 1,486 . QPEMN 12 0 0 0 Rf3 | SELECT WHERE [ |

06:36:57.744 22 0 FETCH 12 1 0 100 Ri3

06:36:57.744 14 1 CLOSE 12 0 0 0 Ri3

06:36:57.7856 442 QPEN 3z 0 0 0 |Rf3 | SELECTWHERE

0B:36:57.785 23 FETCH 32 1} 0 100 Ri3

06:36:57.7845 15 CLOSE 32 o 1) 0 Ri3

06:36:57.8200 2,837 2 EXECSTA 0 0 0 IRI3 [COMMITWORK
SQL Summary
SQL summary provides the details like Execution time, No. of records selected, Total duration, server details, etc. on a

guery on a database table. Double clicking on any record takes the flow to a screen which displays the list of

programs which has queried on the table and the SELECT query as such.

saL summary - [

Statement Details ||@ Explain ||ﬁ Table info |

Server |E}{ec|Redundam#|Ident%| Durtn|%AEIAPTrcTi|RecnrdsITimeIE}{ecIRecIE}{ec|AngimeIR. MinTimeIR.ILengthIElpr ITabTypeITable Mame
£ 3 2 67 25,231 10 a1 8,410 270 3 266 436 TRAMSF ||
£ 4 a 0 12986 a 11 3,249 28 1,181 236 440 TRAMSF ||
£ a 2 25 12,092 a a8 15812 1.0 1,812 674 368 TRAMSF ||
5 4 3 s 82649 3 a 2,067 oo 2,067 Ty 1]

£ 1 a o 8156 3 1 8,196 1.0 8,196 8,196 100 TRAMSPE ||
3 1 a o 745849 3 a 7,589 oo 7,589 7,589 444 TRAMSF |1
3 3 2 67 7414 3 ar 2472 29.0 a5 45 362 TRAMSF ||
3 1 a 0 6481 3 1 5,481 1.0 5,481 6,481 36 |DDIC  TRAMSP |
2 2 1 50 6,384 2 0 3,192 oo 3,192 480 444 TRAMSF |1
2 1 1] 0 5146 2 1 5,146 1.0 5,146 a,146 394 TRAMSF ||
£ 1 1] o 4504 2 B2 4,504 g2.0 73 T3 78 |DDIC TRAMSE |
£ A a o 4349 2 30 864 G.0 144 100 124 |GEM TRAMSP
2 1 a o 3878 1 1 3,878 1.0 3,878 3,878 2 |DEGEM TRAMSPE 1
£ 1 a 0 34506 1 1 3,506 1.0 3,506 3,506 444 TRAMSE ||
£ 3 2 67 | 3,323 1 ] 1,108 30 364 258 672 TRAMSPF ||
£ 1 a o 283 1 24 2,881 240 120 120 336 |DDIC TRAMSP |
2 1 a o 2612 1 a6 2612 56.0 A7 47 268 |DDIC  WIEWY |

Statistical Records

The statistical records display the time related parameter of a particular transaction flow.

Collected Statistical records for analysis ||| N

&|F) &) F o] [B][%] [ JumetosTAD |
stat. records I 06:36:52-06:37:14 User I (op 20)

StarfTime |EndTime [Instance Mame [T Cao_[Reptiame [F cade [Tasktype|Resp. Time[CPU Time| OB Time|RFC Time | RId-Out T[GUITI_ [ FE 1w Time VWG Elaps [ Load time [ Lock Time| wait Time|
0:36:62.380212 | 06:36:52.417.936 ¢ S§T12 |RFC STRG4 RFG 38 0 a1 0 0 0 425 0 0 0 0
06 36:67.537.608 | 06.36.:67.820.100 ¢ ST12 RFC BACK 293 90 &1 0 B 0 432 0 0 5 7
[(637:03.564.279 06.37:03.033.902 ¢ FAI0_RFC ST g a0 123 0 0 0 LIiE] 0 0 0 1|
06-37:09.186.321 |06:37-10.462777 ¢ ST12 |RFC TROF 1277 130 18 316 80z | a0 320 0 0 0 3
See Also
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755977 - ST12 "ABAP Trace for SAP EarlyWatch/GoingLive"
2424940 - How to get ST12 trace for Planning Sequence
1959493 - How to get ST12 trace for DTP request

2169881 - How to trace background job using ST12
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IOther Components

Component Description

SV-SMG-SDD Service Data Download
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